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Motivation

• Few-shot learning is the problem of learning a task given only a few 
data samples. The additional database is often available for pre-
training.
• Our goal is to design a continual learning framework for the few-shot 

learning.
• We propose a non-commutative task affinity score that is used to 

identify the related base tasks/classes of data.
• Next, we use the related data for pre-training and then fine-tuning 

the model with the few-shot data.
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Task Definition

• A task is often defined as the function of data samples and the 
corresponding loss function.
• For classification task, a task is defined as the function of data 

samples and corresponding labels.
• We represent a task by a well-trained neural network on the data, 

referred to as an ε-approximation network.
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Task Affinity Score

• The task affinity score (TAS) is asymmetric by design, since it is easier 
to apply comprehensive task to the simple one than vice versa.
• Let (𝑇! , 𝑋!) be the source task-dataset. 𝑁"! is the approx. network.
• 𝐹!,! is the Fisher Information matrix of 𝑁"! with 𝑋!

$%&'(.
• Let (𝑇) , 𝑋)) is target task-dataset.
• 𝐹!,) is the Fisher Information matrix of 𝑁"! with 𝑋)
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Few-shot Framework

• A few-shot task of M-way K-shot is the classification of M classes, 
each class has K data points for training.
• Our proposed framework consists of 3 phases:

1. Training Whole-Classification Network and Feature Extraction: training the 
representor network for the entire database classes and use this network’s 
encoder for feature extraction.

2. Task Affinity: find the most related data classes in the database to the 
target few-shot task and construct the related dataset.

3. Episodic Fine-tuning: pretrain the few-shot model with related dataset, 
then episodic fine-tune the model with few-shot target data.
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Few-shot Diagram



Phase 1

i. Training the Whole-Classification Network: train a neural network 
with the entire classes in the database.

ii. Feature Extraction: given the encoder of the well-trained whole-
class network, we extract the feature vectors for each class of data 
and compute the mean vector, called centroid. This centroid is the 
embedding vector for the corresponding class of data.
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Phase 2

• We define source tasks (with the same format as the target task) by 
randomly drawing the classes from the database.

iii. Matching Labels: map each source tasks’ centroids to the target 
task’s centroids to minimize the cumulative distance between pairs. 
After matching, we modify the source task’s labels to match the 
target task’s labels. This process guarantees the computed distance 
is label-invariant.

iv. Constructing ε-approx. Network: train a neural network to 
represent the modified label source task.

v. Fisher Information Matrix: compute Fisher matrices and TAS from 
source task to target task.
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Phase 3

• Repeat the process in Phase 2 for various source tasks. Next, we 
select the top-N source tasks, and collect the corresponding classes of 
data.
• Construct the related dataset using the related classes.
vi. Episodic Fine-Tuning: construct the few-shot model using the 

encoder of the whole-class network (from Phase 1) and the k-NN 
classifier. Randomly generate few-shot base task from the related 
dataset and fine-tuning the few-shot model using cross entropy 
loss. Lastly, apply the target data to update the k-NN classifier of 
the few-shot model.
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Experimental Results

• We conducts experiments on miniImageNet and tieredImageNet.
• We compute the TAS for numerous source tasks, which are randomly 

generated from the dataset.
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Results

• We select the top-N closest 
tasks to construct the related 
dataset.
• Our few-shot models achieve 

competitive results given a 
smaller number of parameters.
• As more incoming tasks arrive, 

our framework is capable of 
learning continuously.
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More Results



Conclusion

• We propose a non-commutative task affinity.
• We design a few-shot learning framework that has memory and is 

capable of selective learning from the related data.
• Our few-shot model achieves competitive performance while using a 

small number of parameters.
• Additionally, this model is capable of continuous few-shot learning.
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